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Three Fully Integrated Air Traffic
Control Centres

5',._

mTotal of 530 Comptiters

1cA0 Background

BEIJING

18 En-Route Suites

B 5 Terminal Approach (TMA) Suites
B Simulator Suites

u 1 Tower & 1 Remota Suite

mSoffware Suppornt Facility (4 Suites)

SHANGHAI

W22 En-Route Suites

B4 Terminal Approach (TMA) Suites
W6 Simuiator Suites

B2 Tower Suites

GUANGZHOU

m24 En-Route Suites

W6 Terminal Approach (TMA) Suites
m§ Simulator Suites

m224 Operational & Technical Positions

T

: 72%+ Air':rranlffig of China
P .
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Air Traffic Management Bureau. CAAC

NESACC Program

Contract: 2001.09

Beiling ACC: 2004.12
Shanghai ACC: 2005.08
GuangZhou ACC: 2005.11

TianJin(TCU of Beling):
2008.4

HeFei(TCU of ShangHai):
2008.1
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i | ICAO 1.2 Background--Why A zexsess

» Rapid Air Traffic Growth

» Capacity and System Load
»New Operational Requirements
»Hardware Issues

»New Technologies



Air Traffic Management Bureau. CAAC

1.2 Background--Why A sezaess

RDP CPU High Alerts




1.2 Background--What A zszsess.

0 NESACC EUROCAT-X Upgrade Purposes
Program (NEUP)

1. Increased Capacity
2. New Requirements
3. New Technologies
» NESACC EUROCAT-X Hardware 4. New Hardware (>60%)
Upgrade Program (NEHUP)
2013.7.31
1. The most advanced Eurocat-X 1 New hardware |
Product version (V5) | : DS10-DL380 G8,HP 420
' 2. Linux based architecture ; uline->pline |
' 3. New ECRs; | | Enterasys->Cisco 5 m
' 4. New interfaces and new | ' 2. ICAO 2012 Doc. 4444 '

CSCIs(MSTS, JADE, eFEED ) j ,&\




icco 1.2 Background-How N\ zrzawes

Air Traffic Management Bureau. CAAC

Shanghai Hefei \
HMI/SNMAP/CDP/REC/REP |HFT

sw
Vs - FDP/CDP/REC/REP/SNMAP/DOD t
— @- INTERFACE (HW [ HMI/CDP/DRA ] XQRT
sw
SNMAP/CDP/REC/REP sw

V5 \\vs /
w

HQRT Shanghai: New HW+ Old HW .

Hefei : Old HW

Partly New Old HW
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1.3 Situation of Transition A z:zaszs,

Urgent
Reach maximum capacity (eg. RDP CPU load more than 70%)

No free position for new sector(119 HMIs of 120)
The transition must be done before the summer season (June)

Complex

Totally new software baseline + some new hardware + some old

hardware m
o | B wg= 1‘1_ o — v

Transition at the same p&sllion § o, Pw
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&-cro 1.3 Situation of Transition A zexsess

Difficult
»>2 Cities
>5 Sites
»>5 Systems (The "new”, the old , backup system, HeFei
“new” ,backup system)
»>10+ Departments
>10+ related interfaces or systems (AIDC,CDM,SMR,EFS,BILL...)

Risky
>»Uncertainty of the new software( 126 +118 PCRs )
»>Large scale system (12 partitions, 300+ servers,119 HMIs)
»>5000+ flights per day (800 fights in rush time) ﬂl
>Transition overnight, no ihadow (pseudo shadow)_ .. - N
>No referential experiences for SI |Iar'£ SR
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1.4 Transition Period N\ zeanss

1 || 1045 m T0:05

> Preparation ( 2015.14 ~ DO) 5 | [T | 113

» Transition ( DO~ DO0+7days )

» Stable Operation ( D0O+8 ~
DO0+30days )

DO Transition day
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; icco 1.5 Prerequisite of Transition(D0) /\ zwzszss

Human (confidence)
Training: Controllers/Technicians
Evaluation: familiar with all changes

The new system(V5)
Sufficient testing
Stable and reliable

DO:
2015.6.2

Other related systems
Sufficient testing
No impact on normal operation

Management preparation [l _ =
New procedures and documeénts ;k N @, Ty.
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1.6 After Transition N\ zixanss

Shanghai+HeFei: 2015.6.2 00
Guangzhou: 2015.11 000
Beijing+TianJin: 2016.4 00

Shanghai  Guangzhou Beijing
Traffic of 2017

Il || b, Traffic of 2017 [‘F

k ~ 0
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@-|cco 2 Challenges and Solutions A\ sigsess

Challenge 1 : A slight move in one part may affect the situation as a
whole.

>The automation system is the key part of the whole ATM operation
>»10+ related departments

>»10+ related systems

>»100+ major tasks

>»500+ detailed procedures
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@-|cco 2 Challenges and Solutions A\ sigsess

Challenge 1 : A slight move in one part may affect the situation as a
whole.

Solutions: pursuing delicacy management, focusing on details

>Transition plan (11 revised versions, 20,000 + words)
>Work breakdown (schedule date for each task, responsibilities to each
person)

> Standard phrases + predefined steps for all (precise + save time)
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icac 2 Challenges and Solutions A\ s:za%ss

3..., & Air Traffic Management Bureau. CAAC
Challenge 1 : A slight move in one part may affect the situation as a
whole.

4. B Zh{ik. #3148 B9 7€ Thales V6.7.2 detach 4 E&E 48 AIDC 1 GRIB $88: - £ -2 30 SR W
ﬁ?f‘zfiﬁfurﬂazf\ﬁ (20900) .

: s s . R /R
1*@53’\7% Thales V6.7.2 £/ GRIB AIDC(J:«@?‘J:“:E' ~H. &4k | o=

I FH)E S V)T Thales V5. iBRLE AT SERVIIRE STREBEHHIN: .
H Zh 1L 318 B 7€ Thales VS attach 4 & E 28 AIDC, GRIB #E&, H I\ 5EE8

6. EM, o B O
FHARFABEFEEIR(QR7921)-

5. [GEIRFAE: JT i & i A Bt AIDC DI AE) | AR P L/
T EME LSk, 7, &1k, W5, 578 AIDC Va9t EST | 45 A &)
F3k. -
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BERFEFEBEIS|IRSP L.("7560)I7i GRIB #¥#%, B3ILPrMARTEE V5 FDX | &P O

ke L B L o I o Ve e R [ BB TS L T o vy AL AR B

Every step is covered in the procedure checklist | i
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@-|cco 2 Challenges and Solutions A stgasss

Challenge 2 : Race against the clock

>No shadow period before transition
»Must complete transition over one night

>No impact on normal operation of the next day(New system &
other related systems)
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“r(caco 2 Challenges and Solutions A\ szaess,

Challenge 2 : Race against the clock

Solutions:

> Detailed procedures, covered every step

> 6 rehearsals ,keep improving

> Redesign connection , switch among systems within second

make perfection more perfect fh
L) ; 3
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c Management Bureau. CAAC

@-(icco 2 Challenges and Solutions A\ zexaess

Challenge 2 : Race against the clock ’ P
HQBY- 0 (10s)
Solutions: HORT> . (108)
igfég PDBY~ 0 (108)
> Resort the whole procedures: ol poy } oo
> Steps must be done in order SHET : (109)
SHER~ o (}” 308
> Steps can be done in parallel - . (455
iE: Generate BIE D EH) . AIF. . ACF 2B HBITER.
> Steps can be done ahead DISTRIBIUTE B4 B F4 5 NEW_DATA B3, HGRT- PDRT R.% CDP &) CENTRAL B3
> Exact time of each steplcommand el check_central. she check_ central_opexr.sh® | check_oper. sh®
> Reasonable rollchk time l d{

Transition time retlucetl frdmIQ to‘z hours
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@-|cco 2 Challenges and Solutions A\ sigsess

Challenge 3 : The "nhew"” system must be stable and reliable
enough to support the full scale operation

> 5000+ flights per day, 800+ system tracks at the same time
> 5 new software versions
> 118 new PCRs created after SAT

> Only limited positions could be used for testing
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@-|cco 2 Challenges and Solutions A\ sigsess

Challenge 3 : The "nhew"” system must be stable and reliable
enough to support the full scale operation

Solutions:

> Testing, testing, testing, hundreds of test cases, test tools to
simulate complicated environment

> Problem by problem, analyzation and evaluation

» Coordination ,expert dedicated on site efficient

> Rehearsals with backup system

Both systems must be ‘kelialﬁle
] 1 :
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“r(caco 2 Challenges and Solutions A\ szaess,

Challenge 4 : Technicians and controllers needed to be confident

> More than 10% HMI differences
> New functionalities
> New CSCls



4y(cro 2 Challenges and Solutions /| zigasss
Challenge 4 : Technicians and controllers needed to be confident

Solutions

> Set up some extra new positions besides the operational ones
Prepare knowledge checklist

Theoretical training + practical training

testing and evaluating one by one, only qualified technicians
and controllers could be on duty again

YV V VY

Knowledge + practice + skills = confidence ﬂ(
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@-|cco 2 Challenges and Solutions A\ sigsess

Challenge 5 : How to respond in case of system failure after
transition?

> maintain the same operational level , especially in rush hours
> decision making plan, rollback?

> Limited “shadow”, synchronization among systems
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4 (cco 2 Challenges and Solutions A z:zaess,
Challenge 5 : How to respond in case of system failure after transition?

Solutions

> contingency plan, scenarios , different level of failure in different
partition result in different emergency response, improved after
rehearsals

develop special tools to synchronize information among systems
Conference everyday (Wechat & internal network meeting etc.)
Workaround to avoid triggering software bug

VYV V V

Well prepared plans reduce risk in emergency

P That™
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@ |cao 2 Challenges and Solutions A\ zexsees
Challenge 5 : How to respond in case of system failure after transition?
Solutions

Switching plan among the 3 systems, switch within second

ﬁ
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; icao 3 Conclusions and Suggestions /\ zizuzss

> Targeting date needs to be set, but can’t be fixed. Safety is
the key factor.

> Problems are not scary, the worst thing is we don’t know what
is the risk. There are more ways than problems. Sufficient
tests and rehearsals are necessary. The more problems found
ahead, the safer the future operation is.

> Details determine success or failure.(Checklist, standard

phrases) m
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; icao 3 Conclusions and Suggestions /\ zizuzss

> Confidence of the technicians and controllers on site is very
important. A man of skill is bold, can response calmly in
emergency.

> Feasible contingency plan and reliable backup system are
necessary in case of system failure.

Hope for the best, prepare for the worst
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; icao 3 Conclusions and Suggestions /\ zizuzss

Suggestions

1. Avoid online transition, which is much more complicated and
risky than real physical transition.

2. The scale of each ATC center/automation system needs to be
controlled .Balance between efficiency and safety. Industry
and CNS providers cooperate to define data exchange
standard among ATC related systems.
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Thank You !
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